L
| S ————
- —— i

i

COMMUNICATIONS SYSTEMS LABORATORY

l o)
| RESEARCH ON ADAPTIVE DELTA MODULATORS
' l — Sponsored by the
A DEFENSE ADVANCED RESEARCH PROJECTS AGENCY
1 ¢ o) : ARPA Order No. 3534
7 e Contract No. MDA 903-78-C-0182
i -T! Monitored by Dr. Vinton Cerf
; 2 FINAL REPORT ARPA - FR - 1
Date of Contract 3 Jan. 78 Period Covered
Expiration Date 1 Oct. 79 by this Report 1/3/78-10/1/79

DEPARTMENT OF ELECTRICAL ENGINEERING

THE CITY COLLEGE or
THE CITY UNIVERSITY of NEW YORK

THIS DOCUMENT IS BEST QUALITY PRACTICABLES

THE COPY FURNISHED TO DDC CONTAINEDA  /

SIGNIFICANT NUMBER OF PAGES WHICH DO NOT
REPRODUCE LEGIBLY.

A A AR A




DISCLAIMER NOTICE

THIS DOCUMENT IS BEST QUALITY
PRACTICABLE. THE COPY FURNISHED
TO DTIC CONTAINED A SIGNIFICANT

NUMBER OF PAGES WHICH DO NOT
REPRODUCE LEGIBLY.

J

e A e = o e

A N

o Baraamis |

) b - d

.
pE——




'
!
8
i
I
i

. |7 REPORT NU
: f/gzliﬁAE

T . N 5. TYPE OF REPORT & PERIOD COVERED
(¢ 2 _RESEARCH ON ADAPTIVE DELTA MODULATORg} Final 5/78 - 10/79

~
A ‘ ) ] f » e ,
@{TI{/’“\‘“- f-/ /L_L'.(*;‘ mﬂf / / ) = /J{r/ f f /9 f

> RPORT DOCUMENTATION PAGE L g g T SR

2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER

AN-AoE5 1/5

)- ERFORMING OP~ REPORT NUMBER
I

-/ CONTRACT OR

V. R. /‘th;l,densugoorfo C. /Ziegler, D. L /Schilling) (MDA 9b3-78-c-ﬁ182

M./Dressler, S./Davidovici [ “*;//g RER Ordey - 3¢
9. PERFORMIN NIZATION NAME AND ADDRESS | 10. ENT, PﬁOJECT TASK

AREM WORK UNIT NUMBER!

Research Foundation of CUNY on behalf of N / &/ f 2k
The City College <~ JT ]

New York, N. Y. 10031 QL-""" N

11. CONTROLLING OFFICE NAME AND ADDRESS 12. REP TE
ARPA (Code HX 1243) 12) “":, | 1671] 76
1400 Wilson Blvd. \.__/ ! 13, NUMBER OF PAGES

: 79
; A¥h F%nn Va. 22209

3. MONITORING AGENCY NAME & ADDRESS(If different from Controlling Office) | 15. SECURITY CLASS. (of this report)

ONR §
Ul

715 Seventh Avenue nelassified
New York, N. Y. 10002 15a; sDcECLASSIEFlCATION/DOVINGRADING

16. DISTRIBUTION STATEMENT (of this Report) -
2 copies Director, ARPA, Att: Program ’\‘[anagemélt LASTRIBUTE O TR TN T A

1400 Wil son Boulevard g;,g aved for public releaml
: l‘lington, Va. 22209 1 Matnibuson Ualirited
12 copies Defense Documentation Center, Cameron Station, Va. 22314

17. DISTRIBUTION STATEMENT (of the abstract entered in Block 20. i Jdifferent from Report),
o SR iiot - /

B

e SUhFhe e T‘Q%Ygﬁ Féonclusions contained in this document are those of the author and
should not be interpreted as necessarily representing the officicial policies,
either express or implied, of the Déferse Advanced Research Projects Agency
or the United States Government

19. KEY WORDS (Continue on reverie aide if neceasary and identify by block number)

(1) Adeptive Delta Modulator (5) Slow-scan video
(2) CVSD :

(3) Packet Voice (6). Packet video
\‘(‘4) /Silence Detection (7) Packet loss

20. ABS{RgCT (Continue on reverse side if necessary and identify by block number)

“~This report summarizes our results of Voice encoding and video encoding
using adaptive delta modulation. Topics include: packet loss, algorithm
adaptation, variable rate algorithms, silence detection algorithms, design of
a packet voice transmission system, slow-scan video encoding, packet destruc-

tion and frame-change detection./\ 7 0 9 4

DD 152:“7: 1473 eoition oF luov €5 1S OBSOLETE 4/// /’73 7 J

S/N 0102-014-6601 |
SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)




o

ol Gmend  pund pueed

RESEARCH ON ADAPTIVE DELTA MODULATORS

Sponsored by the
DEFENSE ADVANCED RESEARCH PROJECTS AGENCY
ARPA .Ordcr No. 3534
Contract No. MDA 903-78-C-0182
Monitored by Dr. Vinton Cerf
FINAL REPORT ARPA-FR -1

Date of Contract 3 Jan. 78 ‘ Period Covered
Expir ation Date 1 Oct, 79 by this Report 1/3/78 - 10/1/79

Ll WX

Donald L. Schilling
(212) 862-3737

Principal Investigator

. “Accession For
COMMUNICATIONS SYSTEMS LABORATORY NTIS G W

DEPARTMENT OF ELECTRICAL ENGINEERING | PP° TAZ

Digstribtution/

_Avallebility Cuis
Avalland/or
special

i h




1
TABLE OF CONTENTS _
Chapter - Page |
. I - Voice Encoding Using the Adaptive Modulator
. Introduction
1.1 packet Loss 1 - 28
1.2 Algorithm Adaptation 29 - 30
1.3 variable -~ Rate Algorithms 30
1.4 Silence Detection Algorithms 30 - 51
1.5 Design of a Packet Voice Transmission 52 - 62
System
II - Video Encoding )
N Introduction
] 1 2.1 Slow-Scan video Encoder/Decoder 68~ 176
2.2 Effect of Packet Destruction 77
I 2.3 Frame - Change Detection 13




1)

CHAPTER I

Voice Encoding Using the Adaptive Delta Modulator

Introduction

In this chapter we discuss the results of experiments
that we have performed using adaptive delta modulation as

a source encoding technique for use in packet voice networks.
Section 1.1 describes the effect of packet loss as a
function of sampling rate, bit error rate and signal level.
Section 1.2 discusses the results obtained when one
ADM encoder is used with a different ADM decoder. A simple
technique to ensure that the correct encoder/decoder pair
is used is described.
Section 1.3 considers the possibility of altering the ]

sampling rate of the ADM encoder upon command and notifying
the receiver of this change.

Section 1.4 describes silence-detection algorithms.
These algorithms detect the onset of silence and of speech
and respectively terminate and start the voice packet.

VOV S R

Song Voice Adaptive Delta Modulator (SVADM):

The SVADM encoder-decoder (1) is a robust delta modulator
system with a dynamic range of 40dB and word intelligibility
of 99% at 16Kb/s bit rate and more than 90% of word intelligi-
bility at 9.6Kb/s bit rate. It is easy to implement digitally.

g
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E Algorithm:

i The algorithm of the SVADM is given by

; X(k+1) = X(k) + S(k+1) (1)
’» S(k+l) = |S(X) |e(k) + Sge(k-1) (2)
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e(k) = Sgn&4ﬂc) - X(kﬂ ' (3)

Where, at ktM interval,

'x(k) is the estimate of the incoming analog signal,
S(k) is the step size,

e(k) is the digital output of the encoder,

M(k) is the sampled inbut signal,

S, is the minimum step size (constant) and

san(y) = +1 for y>o0 (4)
-1 for y¢o

Figure 1 shows the block diagram of the SVADLN. This

algorithm uses a 10 bit arithmetic, i.e. S(k+1),X(k+1) are 10 bit

outputs. The minimum step size SpwR 10mV. The feedback circuit

of the encoder is esgsentially the SVADM deccoder. However, in the

prescnce of channel errors, the state of the decoder will be

different from that of the encoder. To allow the decoder to altlaln

the state of the encoder, the error correction logic is implemented

by modifying the equation (1) for the decoder. The new estimate
in the decoder is given by

X(k+1) = X(k) + S(k+1) + Pso | (5)

Let us represent X(k) and S(k+1) by MN-bit words so that

X(k) = X o KpXpXgee Xy 4 (6)
and
S(k+1l) = S,. 515,53+ (7)

Wihere, Xg5 and 55 arc the sign bits, X)) and 57 are the most
significant bits, Xjy_1 and Sy-q arc the least gignificant bits of
X(k) and S(k+1) rccpectively.
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+1 for X, = S

o 'y ’ Xl = X2 0! and XN—l @ SN—l
P=4-1rfor X5 =50="'0", X; = X, = X3 = '1' and Xy_; ® Sy_;
0 elsewhere (8)
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This is known as the lcaky Integrator,

Continuously-Variable-Slope-Delta Modulator-(CVSD)s - :™™

The CVSD (2) is an adaptive delta modulator specifically
designed to process the speech signals. The adaptive technique
of the CVSD algorithm exploits the syllabic characteristics of
speech so as to minimize the number of bits rcquired in its digital
description., Several CVSD processors have been developed., However,
the basic principle involving the design of the CVSD is the same,
We limit our discussion to outline the principle of opecration of
the CVSD,

Algorithm:

T The general algorithm is given by

‘ X(k+1) = ax(k) + I(l—a) S(k)l e(k) (3)
- S(k+1) = bS(k) + (1-b) (vavy) (10)
7 and '

! e(k) = Sgn [H(k) - x(x)] (11)

' where, at kth interval,

e e e e A o

X(k) iz the estimate of the incoming analop signal,
! S5(k) is the step size, -

e(lk) is the digital oulput of the cncoder,

M(k) is the inpul signal,

a is the lecak factor associated with the cstimale X(k),

b is the lcak factor associated with Lhe step sice G(k),

Sp——

V is a congtant voltage when three consecubtive oubput bits of the
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4)
CVSD encoder are identical (i.e. 2(k-2),e(k-1) and e(k) ) and
V, is a constant voltage added to V,to ensure that the minimum

step size is non zero.

Fipgure 2 shows the block diagram of the CV3ED. The values
of a and b have been adjusted differently in different CVSD
processors. A particular CVSD described in (3) has the values
as, a =0.94 and b = 0,99 at a bit rate, fgy of 16Kb/s.

For our experiments, we have uscd the CVSD processors developed

by the Motorola and the Harris Corporations. We have found
subjectively that the quality of the processed speech using the
liotorola CVSD is better than that of the Harris CV3D, particularly

at input levels of -20db and lower. Therefore, for comparison
with the SVADHM, we have used the lotorola CVSD,

The SVADM and the CVSD in the presence of bit errors:

Ve performed an experiment to cowpare the SVADM and the
CVSD in the presence of bit crrors. In order. Lo producc randomn

errors, we used a method shown in TFig. 3. The crror generator,

shown, consists ol a noisc generator, a comparator and combinatoric
logic. Vi is the threshold voltage of the cbmparator and is varied
to gencrate different bit error rates. When the noise voltage
(Gaussian) excceds V¢, the output of the comparalor scts the D
flip-flop sheown, causing an inversion of the logic state of the
transmitted e(k). To determinc the error rate, it is nccessary

to dctect the error at every clock cycle and enable a counter to

count the total nuiber of crrors over a period of time. 'The
error rate is then given by the ratio of the crrors counted to the
total number of clock periods over the entire counting period.

The CVOD and the SVAD were subjeetively compared for bit

¢ cerror rates of 10"4, 10‘3, 10-2 and 10-1, Several listeners were

available for the test, With the available comments {rom them, we

were able to establish the results, Fipure 4 shows the test set

o T T T

up used for the subjective cvaluation. The input specech signal,
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from a tape recorder, was bandlimited from 300Hz to 2500liz, the bit
rate was varied from 32Kb/s down to 8Kbss and the input level
was varied from 0dB to -40dB.

The subjective comparison of the CVSD and the SVADHM as a
function of the sampling rate, g and the input level is tabulated
in Table 1, when no errors existed. Ve sce from the table that at
fs = 32Kb/s, the speech processed by the SVADM is understandable
when the input level 1s varied from OdB to -40dB. lowever, the
speech processed by the CV3D loses intellipibility at -40dB input H
level. Thus, the SVADH offers a 40dB dynamic range, where as,
the CVSD offers a 30dB dynamic range at Iy = 32Kkb/s. Similarly
we also see from the table that at f5 = 16Kb/s5, the SVADH offers
a 30dB dynamic range and the CV3D offcrs a 20dB dynamic range.

At fg = 9.6Kb/s, the SVADH has a 20dB dynamic range and the CVSD
has a 10dB dynamic range. Figure 5 shows the dynamic ranges of the
SVADM and the CVSD as a function of fg when no errors existed.

In the prescnce of bit errors, the dynamic ranges of both the
SVADIT and the CVSD varied as a function of bit error rate. Figure 6
shows the dynamic ranges of the SVADIlI and the CVSD as a function
of bit error rates. Ve sce from Fig. 6, the SVADIT offers a 10dB
higher dynamic range over the CVSD at difflferent error rates. This
is true at differcnt bit rates., Table 2 shows the subjective
comparison of the CVSD and the SVADIM at different error rates and
bit rates. Ve sce from the table that the CVSD was preferred to
the SVADHM at [y = 32Kb/s and the crror rate of 1071 ror a odn
input level. Under all other conditions of operation, the SVADH

was preferred to the CVSD., The SVADI is significantly beticer than

the CVSED, particularly at input levels of =20dB and lower. Thig

is truc for all bil rates and bil crror rates.

DELTA MODULATORS IN A PACKET VCTCE NETWORK

Currcent methods usced for digitizing voice in pachket voicce
netvworks are the Pulse Code Hodulation (I'Cii), Adaptive Delta

Fodulation (ADIM) and the Linear DPredictive Coding(LPC). If PCH
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is used to cncode 2.5Kilz voice, cne would require a bit rate of
atleast 40Kb/s to produce good quality voice. A packet size of
1000 bits recquires that the PCH jpackets be transmitted at the rate
of 40 Packets/sec. The ADM systems reproduce jood quality voice,
when operated at 10-16Kb/s. For the samec packet size, the ADHM
packets can be transmitted at the rate of 10-16 packets/sec.

The ADIl is also preferrcd to the LPC, since the LI'C is still a
relatively high cost and complex system. The ARPA network is
currently employing‘the CVSD algorithm to digitize vaice. Therefore,
it is appropriate to comparc thc use ol the 3VADM with that of tne
CVSD in a packet voice network. Ve have alrcady shown that the
performance of the SVADM is preferred to that of the CVSD when
operated at bit rates of 10Kb/s and lower. Ve have comparced the
performance of the SVADM in a packet voice nctwork, interms of
packet size (P), bit rate (f;) and packet loss rate (r), with that
of the CVSD. '

1.1 Packet Loss

\Concépt of Packet Loss:

In a packet switched network, when a custoner A (source)
asks for a conncction to a called party D (destination), the
customer's packets are then transmitted, inlerlecaved viith olher
packcts from one exchange to another, thus ~ivine o "Virtual"
connection", Once the contact has been established bebtveen the
source A and the destination B, B would bc recciving a virtually
continuous strcam of packets as long as A is active. As the pacliets
arrive, the destination D processes them., Thus while the ith
packet is being processed, the destination I3 looks for (i+1)St
packet. It the (i+1)5t pacliet 1s nol available for processing
alfter B hans completed processing: the ipth pacliel, Lhien we recognice

. s . .
the (i+1)7" packet as being lost. In a norsal operation, the

. PR . . . g
destination B can losce the (1#1)Y packet in one of Lwo dirfeorent

ways as follows:
4~

(a) The (i+1)%% packet actually arrived al 13, but was rejected as

non valid. When a non valid packet is received, the recquest for
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retransmission is not rcquired jn voice transmiscion since voice
systems using delta modulators g.ncrally tolerate rcasonable error
rates and besides, the delay conulireints preclude the use of
retransmission of packets anyway.

(b) The (i+1)S! packet has not arrived (i.e. it is late) cven after
B has completed processing the ith packet. After waiting for an
appropriate period, the destination B, then, will decide that the
(i+1)3%t packet is lost and starts looking for the (i+2)79 packet.

Effect of Packet Loss:

When the destination B decides that a pa:ket is lost and
starts processing the next packet, the reproduced spcech signal
exibits a loss of specch. If, for cxample, the specech is encoded at
16Kb/s and the packet size is 1Kbits, the fraction of thec specch
lost due to a single packet loss is (1/16)h or a sccond or
approximately 60msec. The degradation ol the qguality ol the sSpeech
processed due to G0Omscce. of spcech loss, is minimal,  This is bCQZZZE"““
the human car is inscensitive to the siall smount od daarndation.
Also, if onc of every hundred packets i lost, then COmsec. ol Spccch;

loss occurs in 6 scconds of speech and this too does nol adversely

alffect the quality of the proccssed spoeech.

Vher a packet is lost, the state of the delta modulator decoder
(similar t» bit error decscribed carlicer) is diffcrent from that of
the encoder. llowever, this will be corrccted by the error corrcction

logic as dezcribed earlier (refer to Equations (4)-(7)).

COMPENSAT&ON ALGORITHMS AT THE RECEIVER - -

In addition to the carlicr menitioned errvor correction technique,
in order to help the recciver in iLbs correclion process, we have
developed componsation alporithms Lor use by Lhe recoiver during

thie length of the packet loss. Three diffcerent compensation

algorithms have been studied.
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Algbrithm 1: Freceze the decod-r. ' }

In this algorithm, the stale of the receiver remains constant
or is frozen during the packet loss period. This is donc by
inhibiting the sampling clock pulsc to the dccoder during the
entire length of the missing paclict, This enables the decoder
to remain at the same state; that is the rccciver step size and
estimate remain the same until a new packet is rececived. The encoder,
however; is changing its state continuously. Thus, the state of
the decoder is diffecrent from that of the encoder when the new
packet arrives. This will be cventually correcled by the lealy
integrator error correction routine. During a packet loss, freezing

the recciver usually crecates a large step sizce crror.

Algorithm 2: Generate a local periodic 11001100+++ stcady

state pattern at the recciver.

In this method, the rcceiver will lecally gencrate a 1100110Ce -
pattern for the cntire packet loss period. The steady state
pattern at the decoder input, would cnable the receciver estimate ‘
to lecak to zecro level, during the period of a lost packeit. However,
the step size crror remains unchanged. Tt iaust be noted that the
stecady state pattern 11001100-++ is only applicable to the SVADU
decoder and not the CVSD decoder. This steady state pattern of
11001100°*+* generates an oscillation at fs/d and usually is5 hcard

at low bit rates.

A R S V-

Algorithm 3: Generate a local periodic 101010« atcady state

1

- oy b N e T e -
patlern ol Lhe recoiver.

In this alsorithm, Lhe recciver will locally concrate a
101010+« pattern insltcad of 11001100+ An in Al-orithm 2. This
pattern at the inpul of the decoder cnables Lhie slepsize to
pbccone smaller. lHowever, the cstimate orror remains approximately

the same. The cwaller step size in the decoder iu oxbtremely
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advantagecous, since it will prev:nt any largse variation of the
magnitudc of specch due to an crror at the input. This is
particularly more pronounced at hipzh crror rates. In additibn, at
low bit rates, the oscillations at fs/2 is nol heard. Even though,
the step size duc to this decoder recaches a minimum, the adaptive
step size algorithm enables the decoder step size to grow fast once

the new packels are processced.

Figure 7 displays the recciver estimates obtained during a

packet loss period, using the three rmclhods,

EXPERIMENT FOR PACK%? LOSS‘STUDIES

4.

The test set up used for packel loss sbtujies is illustrated
in Fig. 8., The input specch was bandlimited from 300Hz to 250011z,
The packet errors arec gencrated by using the method shown in Fig.3

except that we checked for an crror only once in a given packet.

Vhern a random error occurs, the entire packet is not transmitted.

The input speecch sighal was cncoded by the SVADIT and the CVSD
encoders. The two encoders' output bils were then packetized,

The packetizers, packet loss generation and the depacketizers were |

simulated .uwsing.a - PbP-11/24 computer for real time operation.

The outputs of the depacketicers were then decoded respectiively by
the SVADM and the CVLD decoders and the processed speech signals
were bandlimited from 300tiz to 2500Hz and hecard by using head scts,

Two types of specech tapes were used.

1. A Mark Twain story
2. A gencrar radio conversation.

All three recciver corpensation algorithms for packet loss

were tested using the SVADN cncoder-decoder and alcorithm 1 and 3

[ .

% were testedusing the CVSD encoder-decoder, since Lhe steady state
[ outpul pattern for the CVID is 101010«+¢, The parameters Jor the
3

; subjective” " quality test are the packel sise I, the paclict lous
|

rate r and Lhe bil rate ...

B

-—

le o -
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The subjective comparison «f the CVUD and the GVADM in terms
of P,r and 4 for OdDB input level is tabulated in Table 3. At the
maximum input level (0dB), the performancce of the packet voice
system using the SVADM or the CVSD was found to be about the sane.

; ' However, at lower input levels, there is a pencral degradation in

the performance ol the CVSD as found Lo be true carlicr (refer to
Table 1-and 2). '

There was no differcnce in the performance regarding the
intelligibility using the threc receiver algorithms for packet loss.
liowever, for the SVADI encoder-decoder, using the receiver
compensation algorithms. 1 and 2, when a packel loss occured, there
wvas a large change in the cstimated specech duc to large step size 1
errors. This change in the estimate somctinics vas annoying to the
listeners, particularly at high packet loss rates (r = 10‘1).

This effect, however, was not found when .using Lhe receiver
compensation algorithm 3.

As scen from the Table 3, a loss rate of lo‘2 was not noticecable,
[ : The breaks in specch were distinguishable only at loss rates of l
F . 10"1 and 2(10“1). llowever, the speech  was intellipgible even at
loss rates of lO—l. This result is truce {or paclict sizes of

P = 2048, 1024, 512, 256 and [ = 16 and 9.5 KL/s.

CONCLUS IONS
E From our expcriments, we derived the iolloving conclusions: E
| 2 e e |
ﬂ ~_{a) _ A pacliex loss-rateup to 1077 i not noticeable.
S

(b) At packel sizes ol 2048, 1024 bilu ol Uy = Loib/ s, Lhe

tallk spurt break ol 123mscc. and Gdusee, reupectively for

- . a gingle packet loss i noticed predoninantl:r at loss rates

ol 10"1 and 2(1()‘1). This 1s Lrue because of the fact that

-

the human car notices any loss of speech over 30mscce. duration.

—

Hlowever, the overall intellinpibility was still acceptable.

p———
~.—i




(c) The results show that packet switching network using delta
modulation source encoders can safely operate at loss rates

of 10”2

11)
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Pable 1: Subjective comparison of dynamic ranges of CVSD and

SVADM.
. fs Input CVSD SVADI Comparison
Kb/s| dB
32 0 Intelligible Intelligible llo difference
-10 Intelligible Intclligible o difference
; -20 Intelligible Intelligible ilo difrerence
| —30 Intclligible: Tntellipgiblc  |SVADH prelerred
Voice is
g; breaking and
buzzy
ﬂ =40 Ilot intelligible Intcllipgiblc: |SVAD preferred
= voice is buzzy
l
16 0 Intellipgible Intelligible Ho differenct
. -10 Intelligible Intellicible SVADN prelerrcd
g -20 Intelligible: Intclligible SVADIL prelerred
E Voice is buzzy
: =30 ot Intellipible | Intcllifible: |GVADH preicrred
has back-
: ground noise
-40 Not intelligiule llot intelligibje
9.6 0 Intelligible Inteclligible llo difference
2 : Granularity duc
Ldrfﬂ exists |
i -10 Holt intelliaible Intellicible ::VAI); prefeveed
-20 llot intelligible Intellisgible: |SvAabii preferred
15 lloiosy
-30,-40 Not intelligible llot intel-
I : ligible
1
|
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Table 2: Subjective comparison of

different error rates.

22)

the CVSD and the SVADI at

fs Input | Error CVSD SVADI
Kb/s| 1level | rate Comparison
dB
32 o | 1077 | Intelligible:|Intelligible:| No preference
Same as at no| Same as at no
errors errors
10~ | Intelligible:|Intelligible:| No preference
Same as at no| Same as at no
errors errors
10~2 | Intelligible:|Intelligible:| Ho prefercnce
With back With back
ground noise |ground noisec
(smearing)
10 | Intelligible:|Intelligible: | CVSD preferrcd
liore noise llore noise
32 -20 10—4 Intelligible:|Intelligible: | o preference
Same as at no|Same as at no
el T errors, . jerrorsT - i
1072 Barely intel-|{Intellipible: | SVADM preferred
ligible Same as at no
errors
10 Barcly intel-|{Intelligible SVADH preferrcd
ligible +
1071 | Not intelli- |Hot intelli-
rible : aible
16 () 10-4 Intellipible:|{Intellisible: | No preference
Same as at no|Same as al no
errors crrors
102 Intelligible:|Intelligible: |llo preference
! Same as at no|Same as at no
errors errors
contd.
PP — ma
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1’ Table 2: coritinued
I £, [Input  JError CVSD SVADH
Kb/s |level rate Comparison
[ dB
: 16 o - |10°" Intelligible |Intelligible SVADH preferrcd
I_ 16> Not intel- Not intel-
3 ligible ligible
l 16 =20 10"4 Intelligible: |[Intelligible: HNo preference
Same as at no | Same as at no
}; errors errors
i 10" Barely Intelligible SVADM preferred
| intelligible
e Barely intel- | Intellipible: SVADHM preferred
ligible: Not Fluttering
Acceptable. noise
H llcavy back-
ground noise
. 6™ Hot intel=- ot intel-
£ ligible ligible
8 9.6 ) lO_4 Intelligible: | Intclligible: HNo preference
Same as at no | Same as at no
errors errors
10'3 Intelligible: | Intclligible: lic preference
Same as at no | Same as at no
errors errors
lohi Intelligible: | Intellicible: ilo prelerence
Hoisy loiasy
- o ot intel- Mot intel-
I ligible licible
9.6 =20 1()"4 Intelligible: | Intclligible: MNo prefercnce
I : Same as at no | Same az at no
errors errors

R
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Table 2: continued
fs Input Error CVSD SVADIT
level rate Comparison
b/s dB
9.6 =20 10"d Mot intelli-| Intelligible SVADH preferred
gible
1072, | Mot intelli-| Lot intelli-
1071 gible gible
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1.2 Algorithm Adaptation

Every Company,Country, even U.S. Government Agency has
its own favorite adaptive deltamodulator. In most cases it
is possible to insure that transmitters and receivers each use
the same ADM system, however, on occasion the communication net
may be so vast that an ADM encoder can be used in a transmitter
and a different ADM decoder might be present in the decoder.

A similar problem continually arises in PCM where the U.S. and
Canada use a u-Law Companding technique while Europe and the
rest of the world use the A-Law Companding technique. To
comnunicate between the U.S. and Europe requires an interface
to couple the systems or as is more common, the transmitter
uses the receiver's algorithm. However, it has been found

that in a single link there is no increase in error rate if

a u-Law encoder is used with an A-Law decoder or vice-versa.
This very interesting result derives from the similarity
between algorithms. Similarly most ADM's "1look" alike.

An experiment was performed in which the SONG ADM or
CvSD ADM was used as an encoder and another model ADM or an
RC low pass filter used as the decoder. The RC filter showed
the greater degradation in each case, however, at 32kb/s and
at 16 kb/s the voice was completely intelligible and completely
recognizeable.

In many cases such degradation is intolarable. In these
conditions it is possible, in the packet protocol, to specify
the algorithm. This is readily done, for the CVSD transmits
a steady state pattern of ...1010... while the SONG ADM has a
steady state pattern ...1100.... However any other code is
adequate. A correlator in the receiver recognizes the code
and connects the appropriate decoder into the circuit.

It is interesting to note that even when the correct
decodar is employed the signal suffers degradation. This




phenomenon does not occur using PCM. Experiments performed
indicate that no more than 3 A/D - D/A conversions can be
cascaded when using the CVSD at 16kb/s. The SONG ADM can
sustain four such conversions.

1.3 variable-Rate Algorithms

The quality of voice obtained from an ADM operating at
32 Xb/s is far superior to the quality at 16 kXb/s which, in
turn, is superior to the quality at say 8 kb/s. Below 8 kb/s
the ADM quality degrades extremely rapidly.

When a communication channel is being lightly used it would

be nice if we could transmit the ADM encoded voice at 32 kb/s
providing that when the channel becomes congested we could
sampla at say 8 kb/s. For example, in a practical system
we might be required to pass high priority data lasting

for say, 1 second. The degradation of the voice quality
during this interval, caused by dropping the sampling rate
would not even be noticed if the bursts of data were spaced
relatively far apart. As a matter of fact we saw that
completely losing 1 packet in 10 was needed before the
packet loss became noticeable. Here, we are not losing
packets but degrading performance.

In any variablz rate radio system some bit synchroni-
zation must be present in the receiver to lock to the trans-
mitted clock. If two or three frequencies such as 8,15
and 32 kb/s are employed the bit synchronizer is constructed
from a single clock and stability is assured.

1.4 Silence Detection Algorithms

Introduction

Past research has shown that roughly 50% of conversa-
tional speech consists of silent periods; that is, time in

e T SR




which no speaker is actually talking. Hence, in order to
reduce the total packet transmission rate in packet voice
systems, it would clearly be advantageous to detect these
silent periods and not transmit any packet:s during these
times. ;

Using delta modulation techniques, such as the Song
Voice Adaptive Delta Modulator (SVADM) or the Continuously
Variable Slope Delta Modulator (CvSD) we have devised and
experimentally tested algorithms for digital detection of
silent periods. The algorithms are based on the fact that

31)

during silent or steady-state periods, these delta modulators

will exhibit a periodic pattern. Using this knowledge,
one can then analyze the bits in a given voice packet and
determine how much of the packet was silent. Then upon
setting a threshold, one decides whether a given packet
contains enough information to bhe transmitted or whether
the packet is from a silent period and should not be
transmitted.

Real time experiments were performed to test the
quality of speech obtained while employing the silence
detection algorithm. The parameters of the experiments
were sampling rate packet size and threshold level. 1In
addition, algorithms for use by the receiver during these
silent periods, periods in which it receives no packets,
were developed. Three different algorithms were tried and
compared. Finally, the notion of repacking was developed.
By repacking, we refer to the idea where the transmitter,
having detected that it is currently in a silent period,
will halt its packetization process until such time as it
detects the initiation of a new speech period. Only then
will the transmitter begin the formation of a ne - packet.
It was found that repacking vastly enhances the quality of
the received speech.
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From the results of our experiments, we have concluded that the
digital silence detection techniques we have developed may be
used at threshold levels so as to eliminate nearly all the
silent packets from transmission without loss of any signifcant
quality to the received speech.

*.-ALGORITHM FOR SILENCE DETECTION

The SVADM produces a 11001100--- pattern in the steady state
for a constant input. On the other hand, the CVSD produces a
10101010-+- pattern. In order to detect the onset of silence, we
shall employ an algorithm which will detect these steady statec patterns.

To determine the start of a silent period for the SVADHM, we
observe ecight consecutive bits of the encoder output to sce if they
have a 11001100 pattern (or any'of the tﬁrec other possible permu-
tations of a 11001100 for eight bits as illustrated in Fig.3).
If this pattern is detected, a decision that a silent period has |
begun is made. The reason for choosing eight bits for detection of
silence rather than four consecutive bits is due to the fact that the
SVADM encoder output might have a 1100 or any onc of the other
permutations at the peak of the input signal and thus create false
silence periods. Also, we have found that when the input signal
varies over the full dynamic range, no difference exists, whether
we use eight or Ulwelve consecutive bits for detection of silence.

Thus, we have used a minimum of eight consecutive bits to detect the

‘onset of silence.

Having entered a silent period, the silent period will be said
to end when three consccutive encoder oulputs are identical (i.c.
either 000 or 111). The SVADM produces a minimum of three bits
of 000 or 111 at the onset of speech. It is obvious that the detection
of the onset of speech is not feasible using only two bits of the same
sign due to the form of the steady stote pattern. Also, using more

than threc conseccutive bits of of the same sign may causc the

L e o e s e ek
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initial part of the specch to be clipped.

For detecting the onset of silence in the case of CVsDh encoder,
we look for eight bits of 10101010, since the output of the CVSD
cncoder in the steady statec is 101010+°**. Herc too, we remain in the
silent period until the three conseccutive bits of 111 or 000 are
detected for specech initiation. Figure 4 shows the timing diagram

for silence detection and speech initiation.

-1. - silent packets

As the transmitter assembles a packet, we.keep track of the
number of silence (steady state) bits by using a counter. To
determine whether a packet is silent or not, wec sct up a threshold
parameter Tp, which is a number assigned to a packet. If the ratio
of the number of silcnce bits, S, to the total number of bits
in a packet, P, excecds Tp, then we say, the packet is a silent
packet, i.c., we considcr this packet not to have cnough useflul
information to make it worthy of transmission. As such, all silent
packets are not transmitted. Clecarly, this reduccs the packet
transmission rate., Figure 5 shows the discarding of silent paclkets.
In Fxg; 9, Pq and Pg are speech packels, EPY and p, arc silent
packets since s/P=,>'1‘p and S“/Pz'&'p respectively. llowever, S'/P(lh
and therefore, the packet Py is not a silent packet. 1Imn this case
only pl, Py and Py are transmitted.

By not transmitting Py and Pys VC loosc some speech bits.
For example, the initial part of the speech in p, is lost.
Experiments have becn performed to cvaluate the gffoct of such a
loss of speecch during transmission. The result will be prescnted

latcer.

Ve have deseribed Lhe process of packebizalion and deter-
mination of silent packels. The packet size is kepl constant and
packetization is pecrformed for cvery I’ conscculive bits. Ue reler
to this method of packetization as llon-Repacking. Another scheme

we have used is called Repacking.
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‘2. "““Repacking:

By repacking, we refer to the idca in which the transmitter,
having currently detected a silent period, halts its packetization
process until such time as it detects the initiation of a new
speech period. Only then, will the transmitter begin the formation
of a new packet. TFigure 6(a) and (b) illustrate the non-repacking
and the repacking schemes respectively,

In Fig. 6(a), we show that Py» Pys Pys P, and pg are packets
of size P bits. The shaded area corresponding to S, S', s"
represent silence bits in each of the packets Py Pg and P, respec-
tively. Py and Pg are speech packets. Ps» Pg and p, are silent
packets, since (S-/P));Tp, (S'/F°)>,Tp and (S"/l’)>,'1‘p. Thus only
P4 and Py are transmitted. By not transmitting Pss Pgy and Py»
some speech bits are lost in those packets. The speech bits lost
in p, can be saved if the repacking scheme is used as shown in
Fig. 6(b). _

In the repacking scheme, after determining that P, and py are
silent packets, the transmitter recognizes that the encoder output
still has silent bits and therefore will halt its packetization
process. It will start packetization once it detects that the
speech has been initiated and therefore the new packet is now p4'

and not Py Thus the repacking scheme transmits the speech bits

contained in Py which was lost when the non-repacking scheme was used.

Therefore, in the repacking scheme, therc is less chance of lesing
the onset of speech. However, the specech bits lost in Py and Py
cannot be recovered in either of the schemes. It was found that

repacking vastly enhances the quality of the processed speech.

COMPENSATION ALGORITHMS DURING SILENT.PERIODS

=Y - s e ——

When the transmitter decides that a packet (silent packet) is
not worthy of transmission, it will not send the packet. When the
silent periods are not transmitted, a gap is crecated in the strecam of

received packets aﬁ the receiver. At this point, the receiver rec-

ognizes that a silent period has begun at the source. As such,it will

il
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nod_negin to take local compensating action, Three different
compensating algorithms have been studied. e

1. Algorithm 1: Freeze the decoder.

In this algoritnm, the state 6f the recciver remains constant
or is frozen during a silent period. Once the receiver recognizes
that a silent period has begun at the source, it inhibits the
sampliné clock pulses to the decoder during this silent period.

This enables the decoder to remain at the same state until a new
packet is received. The encoder, however, is changing its state
continuously. Thus, the state of the decoder is different from that

~ of the encoder when a new valid packet arrives, however, this will be

eventually corrected by the error correction logic described
earlier (Eq.(4)).

The main disadvantage of a freeze out is the prescnce of a
large step size error ( the difference between the step sizes of the
encoder and the decoder ) which requires scveral sampling periods
for correction. The estimate error ( the differcnce between the
estimates of the encoder and the decoder ) causes only a D.C. shift
of the specech waveflorm.

2. Algorithm 2: Generation of a local periodic 11001100... steady

state pattern at the receiver.

In this method, the receciver will locally generate a 11001100+ ~-
pattern at the input of the decoder during silent periods. This
pattern enables the decoder estimate to leak to zero level. This
is an acceptable pdttcrn, since the encoder output has a 11001100--¢-
when the input is in a silent period. Illowever, becausc of the specch
bits lost in silent packets, we still have a step size error. lFinally
during a silent period, the decoder is processing a local 11001100°-°-°
pattern which produceé a periodic output whosc fundamental frequency
is equal to a fourth of the bit rate. This frequency is heard il
the SVADM is operated at low bit rates.
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3. Algorithm 3: Gencration of »n local periodic 101010*+* steady
statc pattern 2t the recciver.

In this algbrithm, the receiver will locally gencrate a 101010+--«

i R A S R PR
y %
‘. 2 e

I § [ pattern instcad of a 11001100+°** pattern mentioned in algorithm 2,
This pattcrn cnables the decoder step size to become smaller. This

causes a step sizc error. !lowever, once the specch is initiated, the

{

l - step size at the decoder pgrows larger and will approximately corrects
itself due to the adaptive nature of the 3VADM., In addition, there

| is also an estimate crror which esscntially causes a D.C. shift, It

shoﬁld be noted, however, that the D.C. shift in the cstimate does

not cause any problem as the human cdr tends to icgnore D.C. shifts.

The advantage of this algorithm is that the periodic 101010-..

pattern produces an estimate whose fundamcntal frequency is equal

to a half of the bit rate and is not heard even at low bit rates

unlike the onc in algorithm 2,

= M =T = e —
EXPERIMENTAL -RESULTS -

Figure 7 shows the test set up. It consists of a speech source,
a band pass filter(B.P.F.), a DI encoder, a packetizer, a silence
detector, a depacketizer, a stecady statc gencrator, a DM decoder,

a B.P.. and monitoring systems. The packetizer-silence detector
g and the depacketizer-steady state generator were simulated by a ;
§ PDP-11/34 computer for rcal time operation.

‘ For efficient silence detection using thec output bits of the
; SVADM encoder requires an input noisc voltage less than the minimum
; ; step size So (S0 = 10 nV). The spcech source, which was used for the
experiments, is a tape recorder. Thec noise voltage at the output
of the tape recorder was less than 10 mv.

The parameters varied in the cxperiments were

RIS . T BT

(1) Packet size P, where P 1024, 512 bits,
= (2) Threshold Tp, 1f2, 1f4, 1/8, 1716 and

(3{ Samling rate f_, where f_ = 16, 9.6 Kb/s.
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Experiment 1: Non-Repacking

We found by subjective comparison that there is a very little
difference in the use of the three receiver compensation algorithms.
In general, a loca{ generation of a 1010°*°** at the receiver during
silent periods was preferred for the reasons mentioned earlier. In
addition, the subjective evaluation showed that the listeners of the
processéd speech found no recognizable degradation at Tp=1/2 and 1/4,
However, at Tp= 1/8, they were able to distinguish the breaks in the
speech. This was due to the fact that at lower thresholds more
silent packets are not transmitted. Also, at Tp = 1/16, the processed
voice loses intelligibility.

Ve computed the effective packet rate of transmission (re) by
keeping track of the total number of packets (Hp) assembled and the
total number of silent packets (Sp) over a fixed period of time,

The total time taken to transmit the packet is given by
o= o
e} (p) )2 (2)

where fs is the bit rate.
The effective packet transmission rate is given by
{N.=S..)

R S (10)
e T

Figure 8 shows the plot of r, as a function of Tp for fs=16Kb/s. At |
Tp 1/2, r\ 14 packets/sec, at Tp = 1/4, r, R 13 packets/sec. and
at Tp = 1/8, r, A 12 packets/sec. For all the three values of Tp,

the processed speech is intelligible. By deteeling silence, the
effective packet rate, LD is reduced. For example, at fs = 1GKb/s
and P = 1024 bits, P is approximately 16 packets/sec., when all

the packets are transmitted. However, by detecting the silence
periods, we obtain a rcduction in the value of r,. Thus at '1'p = 1/8,
r, & 12 packets/sec. constitutes a recduction of 25% while still
maintaining intelligible speech. This is a substantial reduction since
the speech tape uscd had silent periods of approximately 259, which
was measurcd cxpcrimentally..
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Experiment 2: Repacking and generation of a local 11001100°+-
pattern at the receiver, when a silent period is
detected.

The use of the repacking and the introduction of a 11001100+
pattern at the receiver, during silence. improved the subjective
quality of the processed speech at Tp = 1/8. The noticeable breaks
in speech heard in experiment 1, were not present,

Here alsd, we computed the effective packet rate of transmission
by processing the speech over a fixed period of time. In this
experiment, we measurecd the total time (t) of specech processing.

T is, then given by

Table 2 illustrates the computation of r. for different values
of Tp. Figure 8 shows‘the plot of r, as a function of Tp. Vie
notice that the values of r, are similar to non-repacking scheme. Thus,.
re is still reduced compared to transmitting all the packets. |

The periodic pattern of 11001100+++ at the input of the
decoder produces @& periodic estimate whose fundamental frequency
is equal to a fourth of the bit rate. When f_ < 16Kb/s, this
frequency is less than 4 KHz. This unwanted Zomponcnt can be heard
at the output., In the next experiment, we overcome this problem by

feeding a 101010°** instead of a 11001100+++ to the SVAD!l decoder.

Experiment 3: Repacking and generation of a local 10101Q-«=«-

pattern at the rcceiver when silence is detectled.

The use eof a 101010°** pattern at the decoder inpul generates a
tone at fﬁ/? and is not heard, The subjective evaluation showed this
scheme pe;formcd with appreximately the same quality as that of
experiment 2, with respect to spcech intelligibility.

In Table 3, we have tabulated a subjective comparison of the
non-repacking and the repacking schemes. The results of the
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experiments 2 and 3 are combined. The two criteria, we use, for
subjective comparison are (a) intelligibility and (b) acccpt;bility"
Intelligibility is self explanatory. Acceptability is best explainec
by an example or two. One is " The cat is brown ", The reproduced
speech may contain " The cat brown ". In this instance, the received
words are intelligible, but the syntax is lost. Thus, this is an
unacceptable output. The second sentence is " His work is irrelevent ",
The reproduced speech may contain " His work is relevent ", Here,
we lose the first syllable of the last word and reach a wrong
conclusion. Thus this output also is an unacceptable one. At T = 1/2
and 1/4, there is no difference in the performance using the repacking
and the non repacking schemes. At Tp = 1/8, the repacking scheme
enhances the quality of the processed speech significantly. However,
at Tp = 1/16 neither system is acceptable.

CONCLUSIONS '

Silence detection has been accomplished digitally by using o=
the periodic steady state output of the delta modulator encoder.
It has been established that by not transmitting the packets during
silent periods of speech, the packet voice network can be built more
efficiently, since there will be a decrcase in the overall packet
transmission rate without loss of specech quality. For lower threshold

levels, the repacking scheme vastly increases the intelligibility
of the processed speech,
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Table 1: Computation of the effcative packet rate of transmission.
for " Non-Repacling " selcme,

)
0 dB
1024 bits

16.452 Kb/s

Input level

Packet size
Bit rate
s

Threshold T
P
1/2 1/4 1/8
Total number of Packets formed,MN 19911 16871 14747 ;
!
Total nunber of Silent packets,S 2654 2762 3703 :
;
Total number of paciets transmitted [ 17255 14109 11044 ;
T J o ¢
( I‘p Op) H
Total time taken to transmit the 1239 1050 917.87
packets, (N ) (P)/f_ secs.
o |
Effective packet rate of transe ~13.9 13.4 12 |
mission, r
e
—]




Table 2: Computation of the effegtive packet rate of transiisslon

for ® Repacking " scheire,

0 dB
Packet size 1024 bits
Bit rate fs 16,452 Kb/s

Total time of speech processing = 600 sec.

Input level

i

i

[t}

Threshold Tp
1/2 1/4 1/8
Total number of packets formcd,Np 9492 U561 9515
Total number of silent packets,sp 1002 2071 3150
Total number of packets transmitted, 8490 7490 6365
H =S
P p
Effective packet rate of transmission,] 14.15 12.4 10.6 i
r
e
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1.5 Design of a Packet Voice Transmission System

This section describes the design of a packet voice
network and the results of the evaluation tests performed.
The packet voice network was simulated on a PDP-11/34 com-

puter for real time operation. Adaptive delta modulators

were used as source encoders. The average packet trans-
mission rate and the subjective quality of the processed

speech are presented.

Introduction

As the development of computer networks procaeds, the
need for voice transmission facilities over packet switched
networks has been growing, especially for use in telzconfer-
encing which is a natural communication tool between people.
Up to this date a network voice protocol has been developed
for the ARPA network and some measurements have been performed
to determine the delay time distribution of packets. Similar
research has been performed on several other networks.

It is well known that conversation becomes difficult if

the round trip delay is greater than a few hundred milli-
seconds., In large packet switched networks, such as the
ARPA network, the round trip delay can easily be greater
than hundreds of ms, especially when the number of hops and
the packet rate become large. Moreover, the delay time
changes greatly from packet to packet. Researchers in ISI[1]
showed that the average delay time as well as the variance
becomes large if the packet rate exceeds 10 packets/sec on
the ARPANET. In addition, the packet arrival sequence may
be different from that transmitted. To cope with this
situation, every packet is assigned a time stamp which desig-
nates the output time of the packet (network voice protocol).
To resequence the packets, using the time stamps, requires

the use of buffers at the receiving end. This increases
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the average delay time of the packet leading to the degrada-
tion of conversational quality. As for the packet error,
(the probability that some erroneous packets are received)
it is relatively small because of error control which is
usually used between adjacent switching nodes.

In this study, we evaluated the conversational speech
quality in a situation where the round trip delay can change
greatly, and we propose the design of a packet voice trans-
mission system. We have simulated a real time packet voice
transmission system and performed certain evaluation tests
to determine the quality of the processed speech. The
parameters used in these tests ar= delay time distribution,
packet loss rate and silence detection algorithm. We have
used the Song Voice Adaptive Delta Modulator (SVADM) at the
source encoder.

Packet Voice Transmission System

The system diagram of a generalized packet voice trans-
mission system is shown in Fig.l. The voice waveform signal
is encoded into a binary sequence and fed into the packetiz-
er. The packetizer examines the bit stream, detects the
start and the end of speech, packs the bits and makes up a
sequence of packets. At the same time, it assigns the time
stamp to each packet whose value designates the starting
time of the packet. Packets which are generated by the packeti-
zer are passed to the packet switched network in which every
packet is delayed randomly and discarded with some probability
(which simulates packet loss probability), and finally deli-
vered to the receiver. A sequence regenerator buffers the
packets, checks the value of time stamps with the present
time, and makes up the output bit stream.

Voice/Silence Detection Scheme in Packetizer

Although the speech waveform is transmitted in a digital

P




format, the bit stream during silent periods is neglected.

Consequently, the voice/silence detection scheme plays an
important role in reducing the effective packet rate. The
detection method used is shown in Fig.2. The input bit
stream is processed in groups of 16 bit words. Every in-
coming word is stored in a shift register whose word size

is fixed. It is then compared with several fixed bit patterns
which are the typical bit streams at silent periods, and the
result (match or no match) is stored in another shift resigter
of entry length Lpaxy . After that, the total number of
matches in this register is compared with some constant whose
optimal value is dependent on the present input mode.

When in the silent mode, the number of matches in the
shift register is compared with a constant Vg. If the
number is less than V5, the start of the active speech is
detected and packetization begins. At the head of the first
packet, a number of the previously stored woirds (pre-offset)
is inserted to preserve the start of speech. In the voice mode,
the number of matches is compared with a constant So. If
the number is greater, the end of speech (silence) is de-
tected. At that time, some input words (post-offset) pre-
viously stored in the packet buffer are discarded to shorten
the packet length.

Sequence Regeneration Scheme

The delay time of each packet through the network varies
from packet to packet. Therefore, the order of received
packets does not always match the order of those transmitted.
Furthermore, the packet location on the time axis may fluctu-
ate from the original. When the variance becomes large, we
cannot neglect its effect on the guality of speech. The limit
of the variance for which we do not need any form of sequence

regeneration is fixed by subjective evaluation of conversational

speech cuality.
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When the variance is greater than the limit, the use
of a sequence regeneration scheme is unavoidable. The
scheme which we propose is as follows:

Let us assume the delay time distribution is as in
Fig.3. Packets with delay time less than Tg are stored
in buffers: those with delay time greater than Tg are
discarded. Tg is the absolute constant delay time of the
packets between the source encoder and the destination
decoder. At time Tg stored packets are outputted to the
decoder.

The real shape of the delay distribution curve is
shown to be similar to Fig.3[27, with most of the delay
time concentrated near the minimum. Although the prob~
ability of occurence of large Tg is rather small, the
distribution spreads to the very large delay time region.
If P is to be very small, Ty can become sufficiently
large so that the round trip delay becomes intolerable.
P, which is the probability that the delay time is greater
than Tg, gives the effective packet loss probability due
to long delay time.

The Simulator

The block diagram of the packet voice transmission
simulator is showvm in Fig.4. The functions of packetizer,
packet network and sequence regenerator are all performed
by the PDP 11/34 compuater. This simulator has heen used

for real time system evaluation.

Hardware Configuration

A PDP 11/34 minicomputer was used along with a DR-11
digital input/oucput interface to connect external devices
to the computer. The specification of the control device
used as interface (using 28 TTL Logic I.C.'s), between
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the DR-11 and a pair of encoder/decoder is as follows:
16 bit parallel input/output to/from computer
for each channel.

16 bit parallel to/from serial conversion

Bit streams from both encoders are stored bit by bit
in shift registers (16 bit wovrds), parallel transferred to
the input buffer of the Dr-11 and read into the computer
memory. As the sam2 clock is supplied to both encoders,
input data for each channel is made up at the same time and
read into memory sequentially. Data is read out of the
computer after every read-in operation. From the output
buffer of the DR-11l two words are placed into shift re-
gisters, one word for each channel, and coatinuous hit

streams are generated for the decoders of both channels.

Software Coafigquration

The operation of the simuliakor program is shown in Fig.5.

The input/output processes are shown in Figs. 6(a) and 6 (b)
respectivelys. The program consists of 300 machine language
instructions. The data area comprises 4K bytes (256 blocks)
of packet buffer control blocks, and 16K bytes of packet
buffer area for each channel, making up 36K bytes in total.
After the read/write op=zration, the processing is performed
sequentially for each channel. The processing sequence for
each packet is as follows:

1. Voice detection (if in silence mode)

2. Allocation of packet buffer

3. Randon Delay time generation

4. 1Insertion of packet buffer into the proper location
of output-packet chain

5. Word collection

PR TN




6. Silence detection (if in voice mode )

7. Comparison of the assigned output-time with
present time and decision to output

8. Outputting of either words from packet buffer
or silence patterns

To perform these tasks we use 3 packet buffer chains.
A new packet buffer is acquired from the idle buffer chain,
and an incoming word is stored in the buffer. The packets
in the output chain ars stamped with the output time and
arranged in increasing order for transmission. If a new
packet is created and the output time is assigned, the
packet should be inserted into the propesr location in the
output packet chain by searching the chain. Process No.4
{(above) requires considerable processing time. For example,
the number of packet buffers which exist in the computer
can be greater than 40 in some cases. The margin which is
permitted in each cycle for word processing is limited.
'Cycle' is the time unit from an input of a channel to the
next input of the same channel. All time values are normal-
ized to this unit. Processes No.3 and No.4, which are done
at the time of new packet creation are time -~ divided into
several sequential tasks, each of which is exccuted within
a single word processing cycle. If N cycles of search
operation are required to find the location, N+3 cycles

in total are needed to complete the processing.

Output Time Generation for Each Packet
The arrival time of each packet can be cal:ulated as

follows:

Tarv= Tcreate +Tmin+Trandom (5)

where Tcoreate is the time when the packe®: is created,
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Thin is the minimum delay time of the packet switched network,

and Trandom
function of T

is a random delay time. For the distribution

random’ 2 kinds of functions were assumed.

1. Flat density function

2. Approximate function of the measure result
for the ARPA Network [ 2].

Random number generation was realized by
=C . X (6)

where C=37, and X is a 16 bit integer.

System Evaluation

The system has been evaluated by conducting the following
tests:
variation of Parameters in Silence/Speech Detection

Some of the important parameters such as the average
number of transmitted packets and speech quality have
been obtained by varying the parameters used in the silence/
speech detection. Results appear in Fig. 7(a), (), (c).
In addition, packet size distribution measurements show that
more than 95% of the packets are of full size. Speech gquality

was categorized in the following way:

Excellent - not different from or better than (due to
silence rejection) the original speech.

Very Good - slightly different from original with no
chopping of voice.

Good - slight degradation of speech due to chopping.

Fair - continuous chopping of voice although speech
is still intelligible

Poor unintelligible

Subjective Evaluation of a Two-Way Conversation
With Constant Network Delay

With the parameters for silence/speech detection set




at the optimal and packet size of 128 bites, the ease with
which a two-way conversation can be carried out has been
evaluated. This test is conducted with a fixed time delay
introduced in the system. The subjects are asked to rate
the system into various categories as indicated in Table 1,
as follows:

Very Easy - not different from local telephone.

Easy - conversation manageable with time
needed for adjustment.

Difficult - difficulty in conversing due to large
round trip delay.

Network Performance as a Function of Packet Loss
and Random Delay

The quality of speech, introducing probabalistic packet
loss and random delay time (random arrival) with flat dis-
tribution from Tmin to Tmax has also been obtained. Results

are available in Fig.8.

System Design Methology

As a result of the delay time distribution and packet
loss probability measurements a packet voice transmission
can be designed. From these values the optimal system
parameters for the speech/silence detection scheme can be
obtained.

The number of words reserved for future speech/silence
decisions should correspond to from 10 to 30 ms of speech.

If we use 16K bits/sec. of delta modulation, Lmax must be
greater than 30 words (30 ms). Therefore, 32 is selected
as a good number for Loax-

offset and the post-offset are 8 and 16 words respectively.

The optimal value of the pre-

Those for the threshold parameters Vs and 8, to change
’

the processing mode, are 3 and 10 words.
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Time Stamp Handling

If the absolute delay time is greater than 200 ms.,
we usually have difficulty with conversation. If the
variance of the delay time exceeds 24 ms, we should be
forced to use sequence regeneration scheme such as time i
stamping, when sequence regeneration is used it is suggested
that the resulting constand delay time Tg between encoder 1
and decoder should be adjusted so that the probability of i
packet loss due to a large delay time becomes less than §
1072, after Tg is fixed, the number of buffers needed !
for sequence regeneration can be calculated as follows:

N =F Ts/P (7)

where P is the average length of the packets in bits.

Conclusions

In the above discussion, we assumed that the network
characteristics are fixed and can't be changed. As the

development of packet transmission systems progresses, it

is expected thai packet networks will have packet voice
capability. At that time, packet networks will be designed
with the provision that 99% of the packets will have a
coast to coast delay time less than 300 ms. With the pro-
gress of packet switching speeds, the average delay time
induced by one packet switch can be less than 1 ms. Digital
transmission bit rate of 10 Mbits, to connect packet switch-
ing facilities, may be reasonable in the future as well.

With coast to coast transmission delay of about 20 ms
in case of terrestrial link, and 250ms in case of satellite,
. packet network for voice, as well as data, transmission

will be easily achievable.
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CHAPTER II

Video Encoding

Introduction

A video signal typically has a bandwidth of 4MHz. 1In
standard American television systems the picture content of
the signal is presented on a raster of approximately 500
lines called a "frame" which is repeated 30 times/secs.
Thus, the time that it takes to present each one of the
500 lines is approximately 1/15,000 sec. We say the "line
rate" is 15,000 lines/sec and one can actually hear this
signal if one stands near to the monitor. In actual practice
the 500 lines are divided in half, the odd lines being pre-
sented during the first 1/60 sec and the even lines being
presented during the next 1/60 second. This division of
a 500 line frame into two interleaved 250-1line "fields"
is done so that the picture will have no perceptible
flicker.

It is often convenient to digitally encode a video
signal prior to transmission. This can be done using
standard PCM techniques. Since the bandwidth of the signal
is 4 'MHz the Nyquist sampling rate of the system is 8M
samples/s. The sampling rate is the rate of displaying pic-
ture elements and is often called the "pixel" rate or "pel"

rate. The A/D converter in the PCM system encodes each
sample into N bits. When N=8 the resulting picture quality
is quite good, however, when N=6 the quality is signifi-
cantly degraded. The transmitted bit rate for PCM is then
between 6 x 8 = 48 Mb/s (6 bits/pixel) and 8 x 8 = 64 Mb/s
(8 bits/pixel). In either case the bit rate is extremely
high. A high bit rate requires a wide bandwidth for trans-
mission; as a matter of fact the bandwidth is numerically
equal to the bit rate. Another way of loocking at the effect
of high bandwidth is to note that a frame lasts 1/30 sec.
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Thus to store a single frame of picture requires a memory size
D of

48 _ 1 6 M bits <D <& _ 21 M bits

30 ¢ 30
As a result of this very large storage requirement PCM is
usually not considered practical, and instead, other techni-
ques are employed such as Transform Coding, Delta PCM (DPCM)
or Adaptive Deltamodulation (ADM).

One transform coding technique called Hadiamard trans-
form coding has been studied extensively at Ame2 Research
Center and has been shown to be able to encode pictures at
a rate of 4 to 8 Mb/s (0.5 to 1 bit pixel). Thus, to store
a single video frame of picture now requires a memory capa-
city of only

0.13 M bits <D < 0.27 M bits

Unfortunately this saving in bit rate is accomplished at the
expense of hardware and computational complexity which makes
the system somewhat undesirable.

The system suffers from an inherent weakness of this
particular bandwidth reduction scheme: high sensitivity to
errors. The system can traje error correction capabilities
for redundancy but then the bit rate will increase. This
problem makes Hadamard transform coding unsuitable for most
applications.

Delta PCM has also been studied extensively. These
systems operate at bit rates of 16-32 Mb/s (2-4 bits/pixel).
A discussion of a DPCM system proposed for use on the space
shuttle is contained in the IEEE Transactions on Communica-
tions, Nov., 1978, p.1671. It is seen that the delta modu-
lator achieves comparable quality at a much lower cost,

size, power consumption and at a much improved error sensi-

tivity.




65)

A DPCM system becomes badly degraded at a 10"4 error rate,
while the ADM operates well at a 10-3 error rate, and is us-
able at a 10"2 error rate . Furthermore the DPCM systems
proposed require a large number of IC's and the resulting
power dissipation is very high by comparison.

The adaptive delta modulator is capable of encoding a
video signal using bit rates of 8-16 Mb/s (1-2 bits/pixel). i
Thus, the memory capacity needed to store a frame of memory i!
is now:

270 K bits < D < 540 K bits

While this storage is twice as large as the storage for the

Hadamard encoder, the ADM system is smaller, more rugged
and is much less costly. Furthermore the ADM retains the
advantage of being extremely insensitive to errors caused
by channel noise and operates well, even when the error
rate is as high as 1072 errors/bit.

In this chapter we discuss the use of the ADM algorithm
developed by Schilling, Song and Garodnick (An ADM using
this algorithm is commercially available from Deltamodulation
Inc.), the block diagram of which is shown in Fig. 2-1. The

I equations of this ADM are
|
? § Bpr = 590 0 Sy - %0 (2-1a)
N 3 1
" [Yk‘[Ek+1+0.5 Ek lerkIZYmin
. (2 -1b)
Yk+1 = v E
min “k+1
and
xk+l = xk + Yk+1 (2~1c)
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where

'Ei;& is the transmitted bit

8 s the present sample of the input signal

B |
k+1l o the encoder

Y. is the step-size of the delta modulator

k+1 7 L )
Ymin is the minimum step-size

xk+1 is the predicted value of the input sample

Figure 2-2 shows the relationship among the clock pulse,
output bit stream, input signal and estimate. Observe that
when the estimate xk+l is less than the sample of the input
signal Sk+1 the transmitted bit is a "1" and the step-size
is increased by the factor 1.5. Thus, the estimate rises
exponentially, and can closely follow any rapid transition
in gray level. When an overshoot occurs indicating that

< g <
Xe-1 x %

the transmitted bit is a "0" and the step-size decreases by
the factor of 0.5. The value 0.5 was chosen since, with
equal likelihood, Sy can lie anywhere between X1 and Xy
thus with

e T Kt Y
we set
Xk+l = Xk ~ 0.5 Yk_l + O.SYk
That is Y is chosen to be 0.5Y¥, to place Xy 41 Midway

between X, and X1
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2.1 Slow Scan Video Encoder/Decoder
There are many applications in which the video picture

does not change for perhaps one minute or more. Such
applications are in multimedia presentations, such as map
viewing, teleconferencing, computer managed video communi-
cation, airline reservations, flight scheduling, etc. When
the picture remains stationary for a long period of time,
there is no need to continually transmit the redundant bits
as it adds no information to the present signal. For ex-
ample, we saw that using an ADM encoder, the number of bits
that constitutes a complete frame, at a bit rate of 16 Mb/s
is 540 Kbits. If these bits are transmitted at the normal
rate of 30 frames/sec, we must transmit the data at the
encoded bit rate of 16 Mb/s. However, if new information
is provided at the rate of 1 frame each minute, the average
bit rate is reduced to

540 Kbits x 1 frame = 9 Kbits/second
frame 60 seconds

a significantly reduced bit rate. If we assume that there
are 1000 bits/packet the slow-scan packet rate is 9 packets/
second which is less than the packet rate required to trans-
mit voice.

As a matter of fact the data can be modulated by a
modem for transmission using a telephone network. 1If, on
the other hand, we were to use PCM encoding techniques a
frame change could occur only after each 3-4 minutes. A
second very practical consideration is that using delta
modulation techniques we can eliminate the need for any
word synchronizing circuitry.

Frame Storage
There are two ways to store a frame of video signal:

analog and digital.

68)




In the analog system, the frame of signal is stored
in a storage tube and, when required, slowly read out into
the ADM encoder which can operate at the low rate of say
9 Kb/s. Thus, the same ADM could be used for voice and
slow-scan video.

In the receiver the digital signal is received by
the ADM decoder, converted to an analog signal and stored
in a second analog storage tube. The output of this tube
drives the TV system.

During the past few years almost all applications
using image storage have changed from analog to digital
devices. The problem with analog storage is that the
system is large, costly and is of inferior quality. the
analog storage device stores the image using surface
charge concentration techniques. This provides marginal
picture quality. System noise is found to increase with
time, degrading the stored picture; also some leakage
occurs. Both effects act together to produce a somewhat
"washed-out" appearance to the picture.

Digital frame storage techniques are inexpensive,
they do not require the periodic maintenance of the analog
storage devices, and we will not observe any degradation
of the S/N ratio or of any other aspect of the picture
quality independently of the storage time. The S/N ratio
of the stored image can be arbitrarily large and is determ-
ined by the digital encoder at the front end of the system.
In our system we use an Adaptive deltamodulator. The ADM
is a digital device, hence a frame of signal will be first
encoded into a stream of digital signals and then stored
in the digital memory. The bit stream to be transmitted
is read out of memory at any, arbitrarily set, slow rate.
This digital signal when received by the receiver is again
stored in memory and is read out, into the ADM decoder, at
the real time video rate. The analog output of the decoder

LN




is then displayed on the monitor.

Since the application required the transmission of good
quality, digitally encoded video, we decided to design a
custom digital frame storage memory which would work in con-
junction with a pair of ADM's at a bit rate of 16 Mb/s.

Real Time Digital Storage _
A block diagram of the slow scan video encoding system

is shown in Fig.2.1-1. Note that the camera signal inputs

the ADM encoder which in turn drives the memory. In order to

keep the cost of the system down we used relatively slow
memories. Using a memory multiplexing technique, we are
able to operate the memory at an apparent speed of 16 Mb/s
even though the individual memories can only operate at a
speed of 1 Mb/s. This memory multiplexing scheme is shown
in Fig. 2.1-2. Here we see that the signal after being
delta modulator encoded is put into a high speed (TTL)
l6-stage serial/parallel converter. Each stage of the
register is transferred to a 32 K x 16 MOS memory as shown.
Thus, the writing speed into the MOS memory is 16K/16 =

1 Mb/s which is well within the ability of the MOS units.
In order to provide for an arbitrary bit rate at the output
we use a latch between the memory and the output parallel/
serial converter. Thus the latch will always have available
the next data while the present data is being shifted out
at the slow rate.

System Design
The memory system design is shown in Fig. 2.1-3. Only

one memory was constructed and synchronization was obtained

by using the encoder clock to derive the decoder clock. The
system was tested using test slides as well as moving pictures.
The results, as expected, look identical to the results of a
video ADM operating without the memory. However, now the
signal can be recorded, held and played back at any desired
time delay and rate.
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Fig. 2,1-3 Control Unit for Slow Scan
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2.2 Effect of Packet Destruction

Let us assume that a packet consists of 1000 information
bits. Then, it can be shown that at a bit rate of 16 Mb/s
each packet contains the bits for a complete line of video.

If channel noise produces an error, thereby destroying
a packet, the result is the elimination of a line of video.
However, the effect of the channel noise can be significantly
reduced if error correction coding is employed since an error
rate of 10_3 (which is quite large) implies a single bit
error/packet. If error correction is not used, then the
probability of each packet being in error will be quite high
at the BER of 10 >. At a bit error rate of 10 °, a system
with no error correction will have 10 to 5 lines in error/frame.
As a result of the above observation we conclude that error
correction is required in each packet if the error rate can
reach 1072,

Even with some error correction a random error burst
may cause an occasional packet to be destroyed. When this
occurs our studies have shown that the next packet should
be written twice, once in the line position of the destroyed
packet and once in the correct line location. Since the
vertical resolution is somewhat greater than is actually
needed this vertical smearing of a line is not noticeable
at packet error rates of 1 error per 100 packets.

It is intereriting to note that if we were encoding at
the rate of 8 Mh/s, which is the lower limit for acceptable
quality, then a destroyed packet means two lines have been
eliminated. Fortunately, the two lines are not adjacent

but are on the same field. Thus they are indeed separated
by the correct line from the other field and the technique
can still be employed.

The above "filtering" technique was preferred to the
more c¢lassical techniques since it is readily implemented

and requires no additional memory.
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2.3 Frame-Change Detection
It is extremely simple to detect an initiation and compl-

etion of a voice signal. For, when there is no voice the ADM
output is ...11001100... and at the onset of voice the first
three to six bits are each *1" or "O", i.e. ...110011l1...
or ...1100110000.....

To electronically detect the presence of a frame change
it is necessary to monitor the signals between frames. One
obvious, albeit extremely complicated, way is to substract
the pictures from two adjacent frames. If the magnitude
of the difference signal exceeds a threshold we decide that
the frame content has been sufficiently altered so as to
require a new frame be transmitted. This technicue could
be used if we were employing an analog memory. However, since
we are employing a digital memory this technique is not
practical.

Another technique is to monitor one or more pixels
in each frame. For example, consider monitoring the first
pixel of the odd fields. Then an ADM which samples this
pixel operates at the rate of 30 bits/s. As long as the out-~
put pattern is ...1100... the frame information has not
changed. However, as soon as three -"1"'s or three -"0"'s
are detected we know that the frame has changed.

Of course, one could monitor pixel (i.j) located some-
where in the center of the picture or could use several
detectors. However, to verity our procedure we chose a

single pixel.
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